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Overview of the Solutions and Product Segments
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PowerEdge Server s
P u r p o s e - b u i l t |  I n t e l l i g e n t  | C y b e r  R e s i l i e n t |  S u s t a i n a b l e

IntelligentPurpose-built Cyber Resilient

Maximize power 

efficient performance 

Scale AI, Edge & 

Performance Anywhere

Accomplish more with 

Automation & Improve

Operational Efficiencies

Accelerate Zero Trust 

Adoption

Sustainable

Subscribe or Consume aaS with APEX
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Accelerate AI Outcomes
PURPOSE-BUILT

PowerEdge XE9680 PowerEdge XE8640PowerEdge XE9640

No-compromise Accelerated AI

• 8x NVIDIA H100 SXM5 700W 80GB NVLink GPUs or 

• 8x NVIDIA A100 SXM4 500W 80GB NVLink GPUs

• Full NVLINK interconnectivity

• Air cooled operation (up to 35C)

Dense  Acceleration

• 4x Intel Data Center Max Series GPU with 

GPU-GPU connectivity

• Dell Smart Cooled DLC GPUs

• 1:1 GPU-I/O enables faster data operations

Superior Performance

• 4x NVIDIA H100 SXM5 700W 

80GB NVLink GPUs 

• Full NVLINK interconnectivity

• GPU Direct Storage for fast data intake

POWERED BY 4TH GENERATION INTEL XEON SCALABLE PROCESSORS



Copyright © Dell Inc. All Rights Reserved.6

Accelerate at the Edge
PURPOSE-BUILT

Powerful inside and out

• 1-socket, 2-socket, and 

multi-node available

• -20c to +65c operating temps

• GPU support

Expanded portfolio Energy flexibility

• Compatible with Dell Edge 

/Telco Solutions

• New multi-node 

design XR4000 & XR8000

• 110-240V AC power

• -48V DC power

• Redundant PSUs

XR7620 XR5610 XR4000 XR8000

1S/1U Multi-Node

Xeon D

Multi-Node

Xeon SP
2S/2U
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Accelerate Core Modernization
PURPOSE-BUILT

PowerEdge R760 PowerEdge R660

POWERED BY 4TH GENERATION INTEL XEON SCALABLE PROCESSORS

PowerEdge R760xa

PowerEdge R960 PowerEdge R860
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Zero Trust adoption

Secure supply

chain

Secure server

lifecycle

Root of Trust 

and end-to-end 

verified boot 

resilience

Data 

protection

91% less time 
for complete system lockdown 

with iDRAC9 vs. HPE iLO

NSA recognized
Dell customized UEFI 

secure boot

52% Faster deployment 
of security configuration templates 

with Dell OME vs. HPE OneView

Reinforce your security

• Confidently deploy servers with built-in cyber-security controls and a 
protected supply chain.

• Safeguard sensitive information at all times using strong encryption, 
flexible key management and new confidential compute technologies.

• End-to-end boot resilience, anchored with Root of Trust, ensures a 
trusted boot cycle to protect, detect and recover from threats.

• Embedded feature set supporting a Zero Trust strategy.

CYBER RESILIENT
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Thermals & Smart 

Cooling design options

• Multi-vector and liquid cooling

• Thermal design capabilities to fit your 
location

Infrastructure 

Consolidation

• One new PowerEdge can do the work 
of up to five previous gen servers

• Improved performance per watt

Energy 

Efficiency

• Adaptive Closed Loop Control optimizes 
fan and system power consumption 

Sustainability

Get Efficient with PowerEdge

70% More
thermal sensors 

designed in*

EPEAT Silver & 

Bronze 

registered 

products

ENERGY STAR® 

throughout most of 

the portfolio

EFFICIENT
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Industry Enabled Technologies Overview 

Next Generation Intel & AMD Processors

• Intel 4th Gen Xeon (Sapphire Rapids)
✓ Up to 60 cores/CPU*

✓ 50% performance increase over Ice Lake

• AMD 4th Gen EPYC (Genoa)
✓ Latest 5nm technology with up to 96 high-

performance “Zen 4” cores

✓ 1.5X & 1.25X the density and power over Milan

• E3.S form factor will be introduced with 

PCIe Gen5 NVMe drives

✓ Benefits density, thermals, and improved 

packaging in space constrained servers

• Double the performance over NVMe Gen4

• DDR5 (4800MT/s)
✓ Latest DRAM technology with higher speed 

& bandwidth

✓ Greater efficiency with 2 channels per 

DIMM

✓ Improved RAS features with on-die ECC

✓ Lower power

✓ Enhanced telemetry for temperature 

reporting and systems management

• Doubles throughput compared to PCIe 

Gen4

✓ Benefits NVMe drives, GPUs, and some 

networking cards

Memory: DDR5

PCIe Gen5 Capability EDSFF E3.S NVMe Gen5

*Max 60 cores for 4S CPUs, max 56 cores for 2S CPUs



Copyright © Dell Inc. All Rights Reserved.11

Dell enabled Technologies Overview

Next Gen HWRAID (PERC12)

• New gen controller with 2X better performance over 

PERC11 and 4X better than PERC10

✓ Supports all drive interfaces: SAS4, SATA & NVME

✓ x16 connectivity to devices to take full advantage of PCIe 

Gen5 throughput

• Segregated RAID controller for OS with secure UEFI 

boot that is rear facing and hot-pluggable
✓ Enterprise-class 2 x M.2 NVMe devices with strong 

endurance and high quality that provide increased 

performance over BOSS-S1 with SATA drives

BOSS-N1

System Management

• Seamless integration of new 16G servers into your 

existing processes and tool set

• Complete iDRAC9 support for all components

✓ PERC12, BOSS N-1, PCIe Gen5 devices, UEFI Secure 

Boot, Smart Cooling, DPU’s, and more

System Cooling & Efficiency

• Power Manager & Smart Cooling

• High Power Optimized Airflow chassis design to 

maximize air cooling capabilities 
✓ Support for XCC/HBM in air-cooled chassis

• Optional CPU direct liquid cooling (DLC) solutions

Data Processing Unit (DPU)
• SmartNIC with hardware accelerated networking and 

storage that enables customers to save CPU cycles

✓ Improved security, running workloads and security software on 

different CPUs (“air gap”)

✓ Offload hypervisor, networking stack, and storage stack to the 

DPU making them OS independent

Security

• TLS 1.3 with FIPS certification, SEKM 2.0 with support for 

NVMe drives and VxRail

• End-to-end threat management with Zero Trust approach

✓ Silicon-based platform root of trust, multi-factor authentication 

(MFA), inventory and platform component tracking during 

delivery, tamper protection during shipping
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iDRAC
The integrated Dell Remote Access 

Controller (iDRAC) delivers 

advanced, agent-free local and 

remote server administration.

• Consistent management platform 

across:-
• All PowerEdge form factors.

• 3X PowerEdge generations.

• eHTML5 web interface

• 5000+ element measurements a 

minute

• AI-driven analysis and rapid issue 

resolution

• Agentless implementation.

• 24 x 7 monitoring

• iDRAC Direct connection.

• Full remote A/C power cycle.
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OpenManage
Enterprise
A simple-to-use, one-to-many 

systems management console. 

• Comprehensive lifecycle 

management for PowerEdge 

servers 

• Deploy as a secure virtual 

appliance

• One to many intelligent 

automation with user-defined 

policy, template, and baseline

• Comprehensive RESTful API 

enables customizable 

automation and solution 

integration

• Up to 8,000 devices per 

instance Datacenter / Multisite-

scale

• FlexSelect plug-in architecture 

for new functionality
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AMD Processor Information
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• 50% more cores

• Up to 121% 
increased performance

• Up to 55% CPU 

Performance per Watt 

improvements

• Up to 60% more storage

Dell PowerEdge AMD 4th Gen EPYCTM

Performance
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Significant performance, integrated acceleration, and next generation memory and I/O

COMPUTE
Leadership Socket and 
Per-Core Performance

• Up to 120 “Zen 4” cores 
in 5nm

• Up to 4 links of Gen 3 
Infinity FabricTM, speeds
up to 32Gb/s

INCREASED MEMORY 
PERFORMANCE

Leadership Memory 
Bandwidth and Capacity

• Up to 12 channel DDR5
memory

• Up to 4800 MT/s

• Option for 2, 4, 6, 8, 10,
12 memory interleaving

ADVANCED I/O
Next Generation I/O

• PCIE Gen 5 
– Up to 128 Lanes

• Memory Expansion with
CXLTM

WORKLOAD 
OPTIMIZATION

• Optimized for 
Mainstream Enterprise,
Cloud and HPC

• Core applications and 
virtualized infrastructure

AMD EPYCTM Genoa SP5 Socket
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Workload Acceleration with 4th Gen 
Intel® Xeon® Scalable Processors
Redefining Performance for Data Centers, the Network, and the 
Intelligent Edge
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Intel® Xeon® 
Scalable 
Processors

New capabilities 
& technologies 
for the next 
gen…

Help customers 

harness new  

technology with 

scalable performance 

using breakthrough 

memory and I/O

Integrated acceleration and next-generation I/O…. 

maximize AI performance
• Next Gen Intel® Deep Learning Boost for AI Deep Learning workloads - AMX – INT8 and 

BFloat16 support /Intel AVX-512 (VNNI/INT8)

• DDR5 support and higher speeds memory-intensive workloads for modeling and simulation.

• 2 x the IO bandwidth with integrated PCIe 5.0 for AI and improved scaling with NVMe E3.S

• Integration of accelerator features such as DSA*, QAT*, IAX*, and DLB* to improve performance 

across key segment workloads.

Better performance with 

high bandwidth memory 

(HBM) and up to 4UPI links 

to deliver faster workload 

performance

1. 2. 3.

60% faster performance 

using DDR5 memory to 

fulfill your workload 

performance needs.

100% faster throughput 

using PCIe Gen 5 with up 

to 80 lanes to 

accommodate different 

workloads concurrently

More cores Faster memory More bandwidth
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PowerEdge MX
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Introducing PowerEdge MX 
Traditional and transformational workloads on one, adaptable infrastructure.

Software-Defined 

Storage

Dense 

Virtualization

Big Data

Converged 

Infrastructure

HCI

Microsoft SQL

Database Data Analytics

Business 

Applications

ERP
Microsoft Exchange
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PowerEdge MX7000 Chassis (front view)
7U Chassis designed to support at least three future generations of server technologies

Compute Sleds
• No compromise design with up to eight 

2-socket or four 4-socket options
• Up to 8 drives, plus M.2 boot option, 

for greater storage options than ever 
before in large chassis

Storage Sleds
• Flexible, granular drive-level 

assignment; drives can be mapped to 

a server or shared

• Up to 16 SAS HDDs/SSDs

• 12 Gb/s direct attached SAS

Power & Cooling
• High efficiency 3KW power supplies

• Grid and N+N redundancy

• Evenly distributed chassis-wide 

cooling
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PowerEdge MX7000 Chassis (rear view)

Storage Networking
• Redundant, highly available Fibre

Channel or SAS storage fabric for 
high availability

• SAS extension for optimal storage 
scalability

OpenManage Enterprise –
Modular Edition

• Single layer of management of compute, storage 
and fabrics

• Redundant modules with fault-tolerant interlinking
• Simple expansion from one to many chassis

Scalable Networking
• Two redundant general purpose 

fabrics

• MX Scalable Fabric Architecture for 

multi-chassis networking

• Future forward design

Power & Cooling
• High efficiency 3KW power supplies

• Grid and N+N redundancy

• Evenly distributed chassis-wide 

cooling



PowerEdge MX7x0c and MX8x0c Compute

PowerEdge MX Hardware
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PowerEdge MX7x0c compute

High performance with density for exceptional 
scalability 

• Full featured, no 
compromise compute

• Offering exceptional 
performance and a rich set 
of storage options

• Supports several different 
server node configurations 
to meet unique requirements

H IGH LIGH TS

Targeted Use Cases
• Dense virtualization, foundation for collaborative workloads

• Foundation for software-defined storage and networking, hyper-

converged infrastructure 
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PowerEdge MX8x0c compute

Powerful scale-up server for exceptionally 
demanding use cases 

• Full featured, no 
compromise compute

• Offering exceptional 
performance and a rich set 
of storage options

• Supports several different 
server node configurations 
to meet unique requirements

Targeted Use Cases
• Database-driven, mission-critical applications 

• Big data analytics and performance workloads

H IGH LIGH TS



27

Internal Use - Confidential

Industry Enabled Technologies Overview 

Next Generation Intel & AMD Processors

• Intel 4th Gen Xeon (Sapphire Rapids)
✓ Up to 60 cores/CPU*

✓ 50% performance increase over Ice Lake

• E3.S form factor will be introduced with 

PCIe Gen5 NVMe drives

✓ Benefits density, thermals, and improved 

packaging in space constrained servers

• Double the performance over NVMe Gen4

• DDR5 (4800MT/s)
✓ Latest DRAM technology with higher speed 

& bandwidth

✓ Greater efficiency with 2 channels per 

DIMM

✓ Improved RAS features with on-die ECC

✓ Lower power

✓ Enhanced telemetry for temperature 

reporting and systems management

• Doubles throughput compared to PCIe 

Gen4

✓ Benefits NVMe drives, GPUs, and some 

networking cards

Memory: DDR5

PCIe Gen5 Capability EDSFF E3.S NVMe Gen5

*Max 60 cores for 4S CPUs, max 56 cores for 2S CPUs



Networking

PowerEdge MX
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PowerEdge MX internal connections

Fabric A

Fabric B

Fabric C

Orthogonal connection

Orthogonal connection

• Ethernet switch 

MX5108n

• Fabric Switching 

Engine MX9116n  

• Fabric Expander 

Module  

MX7116n

• Ethernet switch 

MX5108n

• Fabric Switching 

Engine MX9116n

• Fabric Expander 

Module  

MX7116n

12Gb SAS:

MX5016s SAS 

switch

OR

Fibre Channel:

MXG610s Fibre 

Channel switch

Orthogonal connection

Orthogonal connection

Midplane Connection
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PowerEdge MX switching modules

Low cost solution with limited 

scale and flexibility

Ideal for enterprises requiring 

basic Ethernet switching with 

FCoE transit capability

Performance

• <800ns latency

• 960Gbps switching fabric

• 720 Mpps forwarding 

capacity

MX5108n Ethernet switch

40Gb QSFP+ 4 x 10GBASE-T2 x 100Gb QSFP288 server-facing 25GbE internal ports
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PowerEdge MX switching modules

High bandwidth converged 

solution with investment 

protection for a large fabric

Performance and Scaling

• 104 servers @ 25GbE 

with no oversubscription

• <450ns latency

• 6.4 Tbps switching fabric

• 3.248 Bpps forwarding 

capacity

MX9116n Fabric Switching Engine

12 x QSFP28-DD Fabric Expander/Uplink Ports 2 x 100Gb QSFP28 Uplink Ports

16 server-facing 25GbE internal ports 2 x 100GbE/32Gb FC QSFP28 Uplink Ports



PowerEdge MX Scalable Fabric

PowerEdge MX Network ing
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PowerEdge MX Scalable fabric architecture
How can multiple chassis behave like a single network?

Legacy Modular Solutions

Best-in-class Multi Chassis Ethernet

Ethernet switches in each chassis = Latency

Multiple hops for east-west traffic = Latency

Excessive cabling = Cost

Multiple switches to manage = Cost

Aggregate 50GbE to 400GbE

bandwidth in each server* 

<600ns “any-any” latency

No oversubscription

Scales up to 10 chassis, 80 compute sleds

8x25Gbps over a single cable

Cost effective, low TCO

*Quad Port Adapters, CY2019
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PowerEdge MX Fabric Expander Module

Scales fabric bandwidth 

across multiple chassis

No Switching

No OS

<75ns latency

Connects to FSE through 

QSFP28-DD ports 

MX7116n Fabric Expander Module

2 x QSFP28-DD Uplink Ports16 server-facing 25GbE internal ports
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PowerEdge MX Scalable Fabric Architecture Topology
LAN SAN

All switching happens here

NO switching happens here

NO operating system here

Very low latency

Fabric Switching Engine

Chassis 1

Fabric Expander Module

Chassis 2

…

Fabric Expander Module

Chassis 10

…
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PowerEdge MX Scalable Fabric Architecture Topology

…
.

Chassis 1:

Slot A1: FSE

Slot A2: FEM

Chassis 2:

Slot A1: FEM

Slot A2: FSE

Chassis 10:

Slot A1: FEM

Slot A2: FEM

Chassis 3:

Slot A1: FEM

Slot A2: FEM



37

Internal Use - Confidential

PowerEdge MX storage networking

MX9116n
Fabric Switching Engine

MX5108n
Ethernet Switch

MXG610s

FCoE

FCoE

FCoE

FCoE

Native FC

Direct Attached FC

SAN

SAN

FC Gateway

FCoE

SANFCoE

SANFCDirect Attached FC
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